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Abstract

In this paper we prove the equality between the variational and
semigroupal solutions of a class of Hamilton-Jacobi equations which
were introduced and studied in [7].

Mathematics Subject Classification 2000: 35F25, 90D45, 49C20.
Key words: Hamilton-Jacobi equations, dynamic programming prin-
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1 Introduction

In the paper [7] we have introduced and studied the variational and semi-
groupal solutions for the following Hamilton-Jacobi equation with man-min
Hamiltonians

(1.1)

Ut(t, x)− F (x, Ux(t, x))− (Ax,Ux(t, x)) = g(x), (t, x) ∈ R+ ×H

U(0, x) = ϕ0(x), x ∈ H,

where H is a Hilbert space with the norm | · | and scalar product (·, ·). The
unknown function U is real valued and defined on [0; +∞) × H, ϕ0, g are

∗The authors acknowledge support from the Romanian Ministry of Education and
Research through CEEX program Contract CERES-2-Cex06-11-56/25.07.2006.
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given functions on H and Ut, Ux stand for the derivatives with respect to
variables t and x of the function U , respectively.

In the following we assume that A is the infinitesimal generator of a
C0−semigroup on H which satisfies ‖eAt‖ ≤M and F is given by

(1.2) F (x, p) = min
z∈Z

max
y∈Y
{(f(y, z), p) + h(x, y, z)},

where Y, Z are two compact sets of a topological space Ω and f : Y ×Z → H,
h : H×Y ×Z → R, g : H → R are bounded and uniformly continuous func-
tions with bound constants Mf ,Mg,Mh and, moduli of uniform continuity
ωf , ωg, ωh, respectively.

We also assume that the max-min condition is fulfilled, i.e.

(1.3)
min
z∈Z

max
y∈Y
{(f(y, z), p) + h(x, y, z)}

= max
y∈Y

min
z∈Z
{(f(y, z), p) + h(x, y, z)} for every x, p ∈ H.

Given a Banach space (X, ‖·‖) denote by BUC(X) the space of bounded
uniformly continuous real valued functions on X endowed with the norm

‖f‖b = sup{|f(x)|; x ∈ X}.

By Lip(X) we denote the space of all Lipschitz functions f : X → R.
It is well known that Eq. (1.1) is related to certain differential game

[7,9]. The value of this differential game can be viewed as the generalized
solution of Eq. (1.1).

Now we shall present the differential game. Consider the following sets

(1.4)
M(t) = {y : [t,+∞)→ Y ; y measurable},
N(t) = {z : [t,+∞)→ Z; z measurable}.

M(t) and N(t) will be named sets of controls employed by players I and II,
respectively.

Fix t ≥ 0, x ∈ H and consider the differential equation

(1.5)

{
ẋ(s) = Ax(s) + f(y(s), z(s)), s ≥ t,
x(t) = x,

where A and f satisfy the conditions from the previous section and y ∈M(t),
z ∈ N(t).
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Following now [6, 8] we define the strategies of the player I (beginning
at time t) as any mapping

α : N(t)→M(t)

such that for each t ≤ s and z, ẑ ∈ N(t) we have

z(τ) = ẑ(τ) a.e. t ≤ τ ≤ s

implies
α[z](τ) = α[ẑ](τ) a.e. t ≤ τ ≤ s.

Similarly, any mapping
β : M(t)→ N(t)

with the property that for each t ≤ s and y, ŷ ∈M(t) satisfying y(τ) = ŷ(τ)
a.e. t ≤ τ ≤ s we have

β[y](τ) = β[ŷ](τ) a.e. t ≤ τ ≤ s,

is named a strategy of player II (beginning at time t).
We denote by Γ(t) and ∆(t) the sets of all strategies beginning at time

t for the player I and player II, respectively.
We associate with Eq. (2.2) the payoff functional

(Pλ) Pλ(y, z) =
∫ +∞

t
e−λsh(x(s), y(s), z(s))ds,

where h satisfies the conditions from Section 1, y ∈ M(t), z ∈ N(t), x(t) is
the “mild” solution of Eq. (2.2), and λ is a positive parameter.

The goal of player I is to maximize Pλ and the goal of player II is to
minimize Pλ.

Using [7, Proposition 2.2, Lemma 2.1] (see also [1,2]) we define for every
y ∈ BUC(H) and λ > 0

(1.6)

(R(λ)g)(x) = sup
α∈Γ0

inf
z∈N0

{∫ +∞

0
e−λs[g(x(s))+h(x(s), α[z](s), z(s))]ds

}
= inf
β∈∆0

sup
y∈M0

{∫ +∞

0
e−λs[g(x(s))+h(x(s), y(s), β[y](s))]ds

}
,

where x(·) from (1.6) is the solution of (1.5), where y(·) and z(·) are substi-
tuted by turn by α[z](·) and β[y](·), respectively.
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Let A : D(A) ⊂ BUC(H) → BUC(H) be the operator defined by
(see [1])

(1.7) AR(1)g = R(1)g − g for each g ∈ BUC(H)

with the domain

D(A) = {ϕ = R(1)g; g ∈ BUC(H)}.

Using now the Crandall-Ligget theorem (see [7]) we obtain that for each
ϕ0 ∈ D(A) and g ∈ BUC(H) the Cauchy problem

(1.8)


dϕ

dt
∈ Aϕ+ g in R+

ϕ(0) = ϕ0

has a unique weak solution ϕ : R+ → BUC(H) defined by the exponential
formula

ϕ(t) = lim
n→+∞

(
I − t

n
A
)−n( t

n
g + ϕ0

)
.

The map
T (t) : D(A)→ D(A)

defined by
T (t)ϕ0 = ϕ(t), t ≥ 0

(where ϕ(·) is given by (1.8)) is a continuous semigroup of nonlinear con-
tractions on D(A) and it is called the semigroupal solution of Eq. (1.1).

Let us define the function

(1.9)

(S(t)ϕ0)(x) = ϕ(t, x)

= sup
α∈Γ0

inf
z∈N0

{∫ t

0
[g(x(s)) + h(x(s), α[z](s), z(s))]ds+ ϕ0(x(t))

}
where x(·) is the solution of (1.5) for y(·) = α[z](·).

By Proposition 3.2 ([7]), S(t) is a semigroup of contractions on BUC(H)
and it is called the variational solution of Eq. (1.1).
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2 The main result

The main result is contained in the following theorem:

Theorem 2.1. If h, g ∈ BUC(H) ∩ Lip(H) then

S(t)ϕ0 = T (t)ϕ0 for all t ≥ 0 and ϕ0 ∈ D(A).

Moreover, the operator A is single valued and for all ϕ0 ∈ D(A)

(2.1) lim
1
t
[(S(t)ϕ0)(x)− ϕ0(x)] = (Aϕ0)(x) + g(x), for x ∈ H

and the limit in (2.1) is in the strong topology of H.

Proof. First of all we shall prove that S(t)(D(A)) ⊆ D(A). Indeed, let
ϕ0 ∈ E . Using Dynamic Programming Principle we have for all 0 ≤ s ≤ t

(2.2)
(S(t)ϕ0)(x) =sup

α∈Γ0

inf
z∈N0

{∫ s

0
[g(x(τ)) + h(x(τ), α[z](τ), z(τ))]dτ

+(S(t)ϕ0)(x(t− s));x(·) verifies (1.5) with g(·) = α[z](·)
}

Let ε > 0. Then there exist αε ∈ Γ0, zε ∈ N0 such that∫ s

0
[g(xε(τ)) + h(xε(τ), αε[zε](τ), zε(τ))]dτ + (S(t− s)ϕ0)(xε(s))− ε

≤ (S(t)ϕ0)(x) ≤
∫ s

0
[g(xε(τ)) + h(xε(τ), αε[zε](τ), zε(τ))]dτ

+(S(t− s)ϕ0)(xε(s)) + ε.

Therefore∫ s

0
[g(xε(τ)) + h(xε(τ), αε[zε](τ), zε(τ))]dτ + (S(t− s)ϕ0)(xε(s))

−(S(t)ϕ0)(xε(s))− ε ≤ (S(t)ϕ0)(x)− (S(t)ϕ0)(xε(s))

≤
∫ s

0
[g(xε(τ)) + h(xε(τ), αε[zε](τ), zε(τ))]dτ

+(S(t− s)ϕ0)(xε(s))− (S(t)ϕ0)(xε(s)) + ε.

Using the last relation we obtain

(2.3) |(S(t)ϕ0)(x)− (S(t)ϕ0)(xε(s))| ≤ cs+ ‖S(s)ϕ0 − ϕ0‖b + ε
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for certain positive constant c and s ∈ (0; t).
Let x(·) be the solution of (1.5) with g(·) = α[z](·). Then we have

(2.4) |(S(t)ϕ0)(xε(s))− (S(t)ϕ0)(x)| ≤ c|xε(s)−x(s)| ≤ 2Mfcs, for s ≥ 0.

Using the fact that ϕ0 ∈ E and the definition of S(t)ϕ0 one can easily obtain

(2.5) ‖S(s)ϕ0 − ϕ0‖ ≤ cs, for s ≥ 0.

From (2.3), (2.4) and (2.5) it results

|S(t)ϕ0)(x(s))− (S(t)ϕ0)(x)| ≤ cs for 0 ≤ s ≤ t.

Therefore S(t)ϕ0 ∈ E .
Using now Proposition 3.3 ([7]) we obtain the desired result.
Next, we give a nonlinear version of the Chernoff theorem (see [1]).

Proposition 2.1. Let C be a closed convex subset of a Banach space Y
and let A0 be a m−dissipative subset of Y × Y . Let {G(t); t ≥ 0} be a
family of nonexpansive mapping from C into itself such that

(2.6) lim
ρ↘0

(
I − λG(ρ)− I

ρ

)−1

x = (I − λA0)−1x

for all x ∈ D(A0) ∩ C and λ > 0. Then

lim
n→+∞

(
G

(
t

n

))n
= eA0tx, for t ≥ 0, x ∈ D(A0) ∩ C,

where eA0t is the semigroup generated by A0.

We shall apply Proposition 2.1 with C = E , G(ρ) = S(ρ) and A0ϕ =
Aϕ+ g for ϕ ∈ D(A). In this case the relation (2.6) becomes

(2.7) lim
ρ↘0

(
I − λS(ρ)− I

ρ

)−1

ϕ0 = (I − λA0)−1(ϕ0 + λg)

for ϕ0 ∈ E .

Using the nonexpansivity of (I − λA)−1 and
(
I − λS(ρ)−I

ρ

)−1
on E =

D(A) we remark that it is sufficient to prove (2.7) for ϕ0 ∈ E .
We put

ϕρ =
(
I − λS(ρ)− I

ρ

)−1

ϕ0, ϕ = (I − λA)−1(ϕ0 + λg).
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With these notations we have

(2.8) ϕρ =
ρ

ρ+ λ
ϕ0 +

λ

ρ+ λ
S(ρ)ϕρ.

Taking into account the definition of S(ρ) we may write

(2.9)

ϕρ(x) =
ρ

ρ+ λ
ϕ0(x) +

λ

ρ+ λ
sup
α∈Γ0

inf
z∈N0

{∫ ρ

0
[g(x(t))

+h(x(t), α[z](t), z(t))]dt+ ϕρ(x(ρ));

x(·) verifies (1.5) with g(·) = α[z](·)
}
.

Using the definition of S(ρ) and the fact that ϕ0 ∈ E we get

(2.10) ‖S(ρ)ϕ0‖Lip(H) ≤ ρM‖g‖Lip(H) +M‖ϕ0‖Lip(H)

and

(2.11) ‖S(ρ)ϕ0‖b ≤ ρ(‖g‖b + c) + ‖ϕ0‖b,

for some positive constants c.
From (2.8), (2.10) and (2.11) it results

(2.12) ‖ϕρ‖Lip(H) ≤M‖ϕ0‖Lip(H) + λM‖g‖Lip(H),

(2.13) ‖ϕρ‖b ≤ ‖ϕ0‖b + λ(‖g‖b + c).

Using now Theorem 2.1 ([7]) we obtain

ϕ(x) = sup
α∈Γ0

inf
z∈N0

{∫ ρ

0
e−λ

−1t[g(x(t)) + λ−1ϕ0(x(t))

+h(x(t), α[z](t), z(t))]dt+ e−λ
−1ρϕ(x(ρ)); x(·)

solves (1.5) with g(·) = α[z](·)
}
.

Therefore there exist α1
ρ ∈ Γ0, z1

ρ ∈ N0 such that

(2.14)

ϕρ(x)− ϕ(x) ≤ ρ

ρ+ λ
ϕ0(x) +

λ

ρ+ λ

{∫ ρ

0
[g(xρ(t))

+h(xρ(t), αρ[zρ](t), zρ(t))]dt+ ϕρ(xρ(ρ))
}

−
∫ ρ

0
e−λ

−1t[g(xρ(t)) + λ−1ϕ0(xρ(t))

+h(xρ(t), αρ[zρ](t), zρ(t))]dt− e−λ
−1ρϕ(xρ(ρ)) + 2ρ2,
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where xρ(·) solves (1.5) for α = αρ, y = α[z](·) and z = zρ.
In the same manner we get

(2.15)

ϕ(x)− ϕρ(x) ≤ ρ

ρ+ λ
ϕ0(x) +

λ

ρ+ λ

{∫ ρ

0
[g(x̃ρ(t))

+h(x̃ρ(t), α̃ρ[z̃ρ](t), z̃ρ(t))]dt+ ϕρ(x̃(ρ))
}

−
∫ ρ

0
e−λ

−1t[g(x̃ρ(t)) + λ−1ϕ0(x̃ρ(t))

+h(x̃ρ(t), α̃ρ[z̃ρ](t), z̃ρ(t))]dt− e−λ
−1ρϕ0(x̃ρ(ρ)) + 2ρ2,

for some α̃ρ ∈ Γ0 and z̃ρ ∈ N0.
From (2.14) we obtain

ϕρ(x)− ϕ(x) ≤
∣∣∣∣ ρ

ρ+ λ
ϕ0(x)− 1

λ

∫ ρ

0
e−λ

−1tϕ0(xρ(t))dt
∣∣∣∣

+
∣∣∣∣ λ

ρ+ λ

∫ ρ

0
g(xρ(t))dt−

∫ ρ

0
e−λ

−1tg(xρ(t))dt
∣∣∣∣

+
∣∣∣∣ λ

ρ+ λ

∫ ρ

0
h(xρ(t), αρ[zρ](t), zρ(t))dt

−
∫ ρ

0
e−λ

−1th(xρ(t), αρ[zρ](t), zρ(t))dt
∣∣∣∣+
∣∣∣∣ λ

ρ+ λ
ϕρ(xρ(ρ))

−e−λ−1ρϕ(xρ(ρ))
∣∣∣+ 2ρ2 ≤

∫ ρ

0

∣∣∣∣ 1
ρ+ λ

ϕ0(x)− 1
λ
e−λ

−1tϕ0(xρ(t))
∣∣∣∣ dt

+
∫ ρ

0

∣∣∣∣ λ

ρ+ λ
− e−λ−1t

∣∣∣∣ (|g(xρ(t))|+ |h(xρ(t), αρ[zρ](t), zρ(t))|)dt

+
λ

ρ+ λ
‖ϕρ − ϕ‖b +

∣∣∣∣ λ

ρ+ λ
− e−λ−1ρ

∣∣∣∣ ‖ϕ‖b + 2ρ2

≤
∫ ρ

0

∣∣∣∣ 1
ρ+ λ

ϕ0(x)− 1
ρ+ λ

ϕ0(xρ(t))
∣∣∣∣ dt

+
∫ ρ

0

∣∣∣∣∣ 1
ρ+ λ

− e−λ
−1t

λ

∣∣∣∣∣ |ϕ0(xρ(t))|dt

+
∫ ρ

0

∣∣∣∣ λ

ρ+ λ
− e−λ−1t

∣∣∣∣ (Mg +Mh)dt
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+
λ

ρ+ λ
‖ϕρ − ϕ‖b +

∣∣∣∣ λ

ρ+ λ
− e−λ−1ρ

∣∣∣∣ ‖ϕ‖b + 2ρ2

≤ 1
ρ+ λ

∫ ρ

0
ctdt+

∫ ρ

0

∣∣∣∣∣ 1
ρ+ λ

− e−λ
−1t

λ

∣∣∣∣∣ ‖ϕ0‖bdt

+
∫ ρ

0

∣∣∣∣ λ

ρ+ λ
− e−λ−1t

∣∣∣∣ (Mg +Mh)dt

+
λ

ρ+ λ
‖ϕρ − ϕ‖b +

∣∣∣∣ λ

ρ+ λ
− e−λ−1ρ

∣∣∣∣ ‖ϕ0‖b + 2ρ2

= a(ρ) +
λ

ρ+ λ
‖ϕρ − ϕ‖b.

Analogously, using (2.15) we obtain

ϕ(x)− ϕρ(x) ≤ a(ρ) +
λ

ρ+ λ
‖ϕρ − ϕ‖b, ∀x ∈ H.

Therefore
ρ

ρ+ λ
‖ϕ− ϕρ‖b ≤ a(ρ), ρ > 0.

Since a(ρ)
ρ −→ρ→0

0, we get

lim
ρ→0
‖ϕ− ϕρ‖b = 0.

Applying Proposition 2.1 we have

T (t)ϕ0 = lim
n→+∞

(
S

(
t

n

))n
ϕ0 = S(t)ϕ0,

for every ϕ0 ∈ E = D(A), t ≥ 0.
Now we shall prove (2.1).
Let ε > 0. Then there exists αε ∈ Γ0, such that

(2.16)
(S(t)ϕ0)(x)− ϕ0(x) ≤

∫ t

0
[g(x1

ε(τ))

+h(x1
ε(τ), αε[z](τ), z(τ))]dτ + ϕ0(x1

ε(t))− ϕ0(x) + ε,

for every z ∈ N0 and x1
ε(·) solves (1.5) for α = αε, y = α[z](·) and z(·).

Using now Proposition 2.2 ([7]) and since ϕ0 ∈ D(A) there exists f ∈
BUC(H) such that

ϕ0(x) = sup
α∈Γ0

inf
z∈N0

{∫ t

0
[f(x(τ)) + h(x(τ), α[z](τ), z(τ))]dτ + e−tϕ0(x(t))

}
.
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Therefore, there exists zε ∈ Γ0 such that

(2.17) ϕ0(x)≥
{∫ t

0
[f(x2

ε(τ))+h(x2
ε(τ), α[zε](τ), zε(τ))]dτ+e−tϕ0(x2

ε(t))
}
−ε,

for every α ∈ Γ0.
Taking ε = t2 and using (2.16) and (2.17) it results

(S(t)ϕ0)(x)− ϕ0(x) ≤
∫ t

0
g(xt2(τ))dτ

+
∫ t

0
(1− e−τ )h(xt2(τ), αt2 [zt2 ](τ), zt2(τ))dτ

+(1− e−t)ϕ0(xt2(t))−
∫ t

0
e−tf(xt2(τ))dτ + 2t2.

Dividing now the last relation by t and making t→ 0 we obtain

lim
t→0+

1
t
((S(t)ϕ0)(x)− ϕ0(x)) ≤ g(x)− f(x) + ϕ0(x).

Similarly we get

lim
t→0+

1
t
((S(t)ϕ0)(x)− ϕ0(x)) ≥ g(x)− f(x) + ϕ0(x).

Therefore

lim
t→0+

1
t
((S(t)ϕ0)(x)− ϕ0(x)) = ϕ0(x)− f(x) + g(x)

= (R(1)f)(x)− f(x) + g(x) = (A(R(1)f))(x)

+g(x) = (Aϕ0)(x) + g(x), for every x ∈ H.

The proof of Theorem 2.1 is finished.
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