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Abstract

We consider the stochastic reflection problem associated with self–
adjoint operator A and a cylindrical Wiener process on a convex set
K with non empty interior and regular boundary Σ in a Hilbert space
H. We prove the existence and uniqueness of a smooth solution for
the corresponding elliptic infinite-dimensional Kolmogorov equation
with Neumann boundary condition on Σ.
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1 Introduction

Let us consider a stochastic differential inclusion in a Hilbert space H,
dX(t) + (AX(t) +NK(X(t)))dt 3 dW (t),

X(0) = x.
(1.1)

Here A : D(A) ⊂ H → H is a self–adjoint operator, K = {x ∈ H : g(x) ≤
1}, where g : H → R is convex and of class C∞, NK(x) is the normal cone to
K at x and W (t) is a cylindrical Wiener process in H (See Hypothesis 1.1
for more precise assumptions.) Obviously the expression in (1.1) is formal
and its precise meaning should be defined.

When H is finite-dimensional a solution to (1.1) is a pair of continuous
adapted processes (X, η) such that X is K-valued, η is of bounded variation
with dη concentrated on the set of times where X(t) ∈ Σ (the boundary of
K) and

X(t) +

∫ t

0

AX(s)ds+ η(t) = x+W (t),∫ T

0

(dη(t), X(t)− z(t)) ≥ 0, P-a.s.,

for all z ∈ C([0, T ];K). The existence and uniqueness of a solution (X, η)
to latter equation was firstly proven by E. Cépa in [4]. (See also [2] for a
slightly different formulation.)

Therefore, under the assumptions of [2] or [4], one can construct a tran-
sition semigroup in C(K) by the usual formula

Ptϕ(x) = E[ϕ(X(t, x))], t ≥ 0, ϕ ∈ C(K).

The infinitesimal generator L of Pt is the Kolmogorov operator

Lϕ =
1

2
∆ϕ+ 〈Ax,Dϕ〉.

equipped with a Neumann condition at the boundary Σ of K. (See e.g. [2]
where the more general case of oblique derivative boundary conditions were
also considered).

Let us go now to the infinite-dimensional situation. In this context equa-
tion (1.1) was firstly studied by D. Nualart and E. Pardoux, [17], when
H = L2(0, 1), A is the Laplace operator with Dirichlet or Neumann bound-
ary conditions and K is the convex set of all nonnegative functions of L2(0, 1),
see also [12].
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The Kolmogorov operator in this situation was described by L. Zambotti,
[18], in the space L2(H, ν) where ν is the law of the 3D-Bessel Bridge which
coincides with the unique invariant measure of (1.1). L. Zambotti was able
to show that the Dirichlet form

a(u, v) =

∫
K

〈Du,Dv〉dν

is closable by proving a suitable integration by parts formula and to construct
the corresponding Markov semigroup.

Except the situation mentioned above, no existence and uniqueness re-
sults for equation (1.1) are known for the infinite dimensional equation (1.1).
Also it is so far open the characterization of the of the domain of the corre-
sponding Kolmogorov operator.

In this paper we shall consider a regular convex set K with nonempty
interior and, though this does not cover the case considered by [18], we are
able, however, to get sharp informations on the Kolmogorov generator for a
quite general class of convex sets K. In this way, though we are not able
to approach directly the stochastic variational problem (1.1), we can instead
find a regular solution of the corresponding infinite dimensional Kolmogorov
equation equipped with the Neumann boundary condition,

λϕ− 1
2

Tr [D2ϕ]− 〈x,ADϕ〉 = f, x ∈ K

〈Dϕ,NK(x)〉 = 0, ∀ x ∈ Σ,
(1.2)

where λ > 0 and f ∈ L2(K, ν).
In this way we obtain a Markov semigroup Pt which by the method of

[15] might provide a process corresponding to a solution of (1.1) (we hope to
come back to the latter problem in a forthcoming paper).

Let us explain the content of this paper. As we said, we take a convex
set of the form K = {x ∈ H : g(x) ≤ 1} where g : H ∈ R is of class C∞

and with D2g positive definite. Then we consider the probability measure ν
given for any Borel set I of K by

ν(I) =
µ(I)

µ(K)

where µ is the Gaussian measure (corresponding to problem without reflec-
tion) of mean 0 and covariance Q = 1

2
A−1.
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In Section 2, by exploiting a basic infinite-dimensional co-area formula,
see [16], we are able to prove an integration by parts formula for ν. This
allows us to show in Section 3 that the Dirichlet form

a(u, v) =

∫
K

〈Du,Dv〉dν

is closable. In this way, by the usual variational theory, we can define its
generator N and construct the corresponding Markov transition semigroup
Pt, which is reversible since N is self-adjoint.

In section 4 we study the Kolmogorov equation (1.2) by the classical
method of penalization

λϕε −
1

2
Tr [D2ϕε]− 〈x,ADϕε〉+

1

ε
〈x− ΠK(x), Dϕε〉 = f, x ∈ H, (1.3)

where ΠK(x) is the projection of x on K. We show that {ϕε} strongly
converges to the solution ϕ = (λI −N)−1f of (1.2) and that

D(N) ⊂
{
ϕ ∈ W 2,2(K, ν) :

∫
K

|A1/2Dϕ|2dν < +∞

and 〈Dϕ,NK(x)〉 = 0 on Σ
}
. (1.4)

These results seem to be new in infinite dimensions, see [1] [2] [6], for the
finite-dimensional case.

Finally, section 5 is devoted to equations of the form
dX(t) + (AX(t) + F (X(t)) +NK(X(t)))dt 3 dW (t),

X(0) = x,
(1.5)

where F : H → H is a nonlinear perturbation of A.
In section 5.1 we assume that F = DV where V : H → R is a regular
potential. This case is an easy generalization of the previous one (i.e., when
F = 0); namely measure ν is replaced by the following one

ζ(dx) =
e−2V (x)∫

K
e−2V (y)ν(dy)

ν(dx).

This extension is briefly described in that subsection.
In section 5.2 the case of a bounded Borel function F , not necessarily of

potential type, is considered. Here we can solve the Kolmogorov equation
λϕ− 1

2
Tr [D2ϕ]− 〈x,ADϕ〉 − 〈F (x), Dϕ〉 = f, x ∈ K

〈Dϕ,NK(x)〉 = 0, ∀ x ∈ Σ,
(1.6)
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by a straightforward perturbation argument, taking avantage of the inclu-
sion (1.4). In this way we obtain a solution ϕ ∈ D(N) of (1.6) only for λ
sufficiently large. Also, obviously, measure ν is not invariant for the corre-
sponding semigroup Qt. However, using the fact that operator Qt is compact
in L2(K, ν), we can show the existence of an invariant measure ζ for Qt so
that the extension of Qt to L1(K, ζ) is the natural transition semigroup as-
sociated with equation (1.5). Notice that this semigroup is not reversible
(when F is not of potential type).

We conclude this section by precising the assumptions and notation which
will be used throughout.

Assumptions

We are given a real separable Hilbert space H (with scalar product 〈·, ·〉 and
norm denoted by | · |). Concerning A, K and W we shall assume that

Hypothesis 1.1. (i) A : D(A) ⊂ H → H is a linear self-adjoint operator
on H such that 〈Ax, x〉 ≥ δ|x|2, ∀ x ∈ D(A) for some δ > 0. Moreover,
A−1 is of trace class.

(ii) There exists a convex C∞ function g : H → R with D2g positively
defined, i.e., 〈D2g(x)h, h〉 ≥ γ|h|2, ∀h ∈ H where γ > 0, such that

K = {x ∈ H : g(x) ≤ 1}, Σ = {x ∈ H : g(x) = 1}.

(iii) W is a cylindrical Wiener process on H of the form

W (t) =
∞∑
k=1

βk(t)ek, t ≥ 0,

where {βk} is a sequence of mutually independent real Brownian mo-
tions on a filtered probability spaces (Ω,F , {Ft}t≥0,P) (see e.g.[7]) and
{ek} is an orthonormal basis in H which will be taken as a system of
eigen-functions for A for simplicity, i.e.

Aek = αkek, ∀ k ∈ N,

where αk ≥ δ.

We notice that the interior K̊ is nonempty since D2g is positive definite.
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Notation

We denote by B(H) (resp. B(K)) the σ-field of all Borel subsets of H
(resp. K) and by P(H) (resp. P(K)) the set of all probability measures
on (H,B(H))(resp. (K,B(K))).

Everywhere in the following Dϕ is the derivative of a function ϕ : H → R.
By D2ϕ : H → L(H,H) we shall denote the second derivative of ϕ. We shall
denote also by Cb(H) and Ck

b (H), k ∈ N, the spaces of all continuous and
bounded functions on H and, respectively, of k-times differentiable functions
with continuous and bounded derivatives. The space Ck(K), k ∈ N, is
defined as the space of restrictions of functions of Ck

b (H) to the subset K.
The boundary of K will be denoted by Σ. NK(x) is the normal cone to

K at x, i.e.,

NK(x) = {z ∈ H : 〈z, y − x〉 ≤ 0, ∀ y ∈ K}.

Moreover, we shall denote by dK(x) the distance of x from K and by IK the
indicator function of K,

IK(x) =

{
0 if x ∈ K,
+∞ if x /∈ K.

For any ε > 0, Uε will represent the Moreau approximation of IK given by

Uε(x) = inf

{
IK(y) +

1

2ε
|x− y|2, y ∈ H

}
=

1

2ε
dK(x)2, x ∈ H.

It is well known that

DUε(x) =
1

ε
(x− ΠK(x)), x ∈ H, ε > 0,

where ΠK(x) is the projection of x over K. In particular, we have

D(d2
K(x)) = x− ΠK(x), ∀ x ∈ Kc, (1.7)

(Kc is the complement of K) which implies

DdK(x) =
x− ΠK(x)

dK(x)
, ∀ x ∈ Kc. (1.8)

We denote by n(ΠK(x)) the exterior normal at ΠK(x),

n(ΠK(x)) =
x− ΠK(x)

dK(x)
, ∀ x ∈ Kc.
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From (1.8) we deduce that

D(x− ΠK(x)) = DdK(x)⊗DdK(x) + dK(x)D2dK(x), ∀ x ∈ Kc. (1.9)

Finally, µ will represent the Gaussian measure in H with mean 0 and
covariance operator

Q :=
1

2
A−1.

Since A is strictly positive µ is non degenerate and full. We set

λk =
1

2αk
, ∀ k ∈ N,

so that
Qek = λkek, ∀ k ∈ N.

We denote by EA(H) the space of all real and imaginary parts of exponen-
tial functions ei〈h,x〉, h ∈ D(A). Then the operator D : EA(H) ⊂ L2(H,µ)→
L2(H,µ;H) is closable in L2(H,µ) and the domain of its closure is denoted
by W 1,2(H,µ) (the Sobolev space).

The following integration by parts formula for the measure µ is well known
(see e.g. [8]). For any ϕ, ψ ∈ W 1,2(H,µ) and z ∈ H,∫

H

〈Dϕ,Q1/2z〉 ψ dµ = −
∫
H

〈Dψ,Q1/2z〉 ϕ dµ+

∫
H

Wz ϕ ψ dµ, (1.10)

where Wz represents the white noise function,

Wz(x) =
∞∑
k=1

1√
λk
〈x, ek〉 〈z, ek〉, ∀ z, x ∈ H. (1.11)

We recall that Wz is a Gaussian random variable in L2(H,µ) with mean 0
and covariance |z|2.

2 The measure µ conditioned to K

We denote by ν the Gaussian measure µ conditioned to K , i.e.,

ν(I) =
µ(K ∩ I)

µ(K)
, ∀ I ∈ B(H).

Since µ is full and K̊ is non empty, this definition is meaningful. We notice
that, thanks to Hypothesis 1.1(ii) the surface measure µΣ is well defined (see
[16]).

7



We want now to prove an integration by parts formula with respect to
measure ν which generalizes (1.10). For this it is convenient to introduce a
sequence of approximating measures {νε}ε>0 defined by,

νε(dx) = ρε(x)µ(dx), x ∈ H. (2.1)

where,
ρε(x) = Z−1

ε e−
1
ε
d2K(x), (2.2)

and

Zε =

∫
H

e−
1
ε
d2K(y)µ(dy). (2.3)

Notice that, by the dominated convergence theorem,

lim
ε→0

Zε = Z0 = µ(K) (2.4)

whereas

lim
ε→0

ρε(x) =


1 if x ∈ K,

0 if x /∈ K.
(2.5)

So, we have
lim
ε→0

νε = ν weakly in P(H). (2.6)

Moreover

Dρε(x) = −2

ε
ρε(x)(x− ΠK(x)), (2.7)

so that ρε ∈ W 1,2(H,µ).
We shall denote by L2(K, ν) the space of all ν-square-integrable functions

on K with the scalar product

〈u, v〉L2(K,ν) =

∫
K

u(x) v(x) ν(dx)

and the norm |u|2L2(K,ν) = 〈u, u〉L2(K,ν).

2.1 The integration by parts formula

Here we are going to derive from (1.10), an integration by parts formula for
the measure νε. Let ϕ ∈ C1

b (H), z ∈ H, then, since ρε ∈ W 1,2(H,µ), we find
from (1.10) that∫

H

〈Dϕ,Q1/2z〉dνε =

∫
H

〈Dϕ,Q1/2z〉 ρεdµ =

= −
∫
H

ϕ 〈D log ρε, Q
1/2z〉dνε +

∫
H

Wz ϕ dνε.
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Since,

D log ρε(x) = −1

ε
(x− ΠKx),

we find the formula,∫
H

〈Dϕ,Q1/2z〉νε(dx) =
1

ε

∫
H

ϕ(x) 〈x− ΠK(x), Q1/2z〉νε(dx)

+

∫
H

Wz(x) ϕ(x)νε(dx).

(2.8)

Lemma 2.1. Let ϕ ∈ C1
b (H), z ∈ H. Then there exists the limit,

lim
ε→0

Jzε (ϕ) : = lim
ε→0

1

ε

∫
H

ϕ(x) 〈x− ΠKx,Q
1/2z〉νε(dx)

=

∫
Σ

ϕ(y) 〈n(y), Q1/2z〉µΣ(dy),

(2.9)

where n(y) is the exterior normal to Σ at y and µΣ is the surface measure
on Σ induced by µ (see [16].)

Proof. First we notice that

Jzε (ϕ) =
1

εZε

∫
dK(x)>0

ϕ(x) dK(x)〈n(ΠK(x)), Q1/2z〉 e−
d2K (x)

ε µ(dx).

By the co-area formula (see [16, pag. 140] with g = dK) we have

Jzε (ϕ) =
1

εZε

∫ +∞

0

ξ e−
ξ2

ε dξ

∫
Σξ

ϕ(y) 〈n(ΠK(x)), Q1/2z〉 µΣξ(dy),

where Σξ = {x ∈ H : dK(x) = ξ} and µΣξ is the measure induced by µ on
Σξ. Hence, setting ξ =

√
εs, yields

Jzε (ϕ) =
1

Zε

∫ ∞
0

s e−s
2

ds

∫
Σ√εs

ϕ(y) 〈n(ΠK(y)), Q1/2z〉 µΣ√εs(dy).

So (2.9) follows.

We are now in position to prove the announced integration by parts for-
mula.
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Theorem 2.2. Let ϕ ∈ C1
b (H), z ∈ H. Then for any z ∈ H we have∫

K

〈Dϕ(x), Q1/2z〉 ν(dx) =
1

2µ(K)

∫
Σ

ϕ(y) 〈n(y), Q1/2z〉µΣ(dy)

+

∫
K

Wz(x)ϕ(x)ν(dx).

(2.10)

Proof. The conclusion of the theorem follows letting ε → 0 in (2.8) and
taking into account Lemma 2.1.

2.2 The Sobolev space W 1,2(K, ν)

We shall define space W 1,2(K, ν) by proving, as it is usual, closability of the
gradient. For this we need a lemma.

Lemma 2.3. The space

C1
0(K) := {ϕ ∈ C1(K) : ϕ = 0 on Σ}

is dense in L2(K, ν).

Proof. It is enough to show that if ϕ ∈ C1(K) then there exists a sequence
{ϕα} ⊂ C1

0(K) such that

lim
α→0

ϕα = ϕ in L2(K, ν). (2.11)

Let {χα}α∈(0,1) ⊂ C1(R) be a sequence such that,

χα(r) =

{
1 for r ∈ [0, 1− α],
0 for r ≥ 1.

Setting now
ϕα(x) = χα(g(x))ϕ(x), ∀ α ∈ (0, 1),

we see that {ϕα}α∈(0,1) ⊂ C1
0(K) and (2.11) follows from the dominated

convergence theorem.

Proposition 2.4. The mapping

D : C1(K) ⊂ L2(K, ν)→ L2(K, ν;H), ϕ→ Dϕ,

is closable.
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Proof. Let (ϕn) ⊂ C1(K) be such that

ϕn → 0 in L2(K, ν), Dϕn → F in L2(K, ν;H),

as n →∞. We have to show that F = 0. Let ψ ∈ C1
0(K) and z ∈ Q1/2(H).

Then by (2.10) with ϕnψ replacing ϕ (see Theorem 2.2) we have that∫
K

〈Dϕn(x), Q1/2z〉 ψ(x) ν(dx) = −
∫
K

〈Dψ(x), Q1/2z〉 ϕn(x) ν(dx)

+
1

2µ(K)

∫
Σ

ϕn(y) ψ(y) 〈n(y), Q1/2z〉µΣ(dy) +

∫
K

Wz(x)ϕn(x)ψ(x)ν(dx)

= −
∫
K

〈Dψ(x), Q1/2z〉 ϕn(x) ν(dx) +

∫
K

Wz(x)ϕn(x)ψ(x)ν(dx),

(2.12)
since ψ vanishes on Σ. Letting n→∞ we find that∫

H

〈F (x), Q1/2z〉ψ(x)µ(dx) = 0.

This implies F = 0 in view of the arbitrariness of ψ and z (recall Lemma 2.3
and that Q1/2(H) is dense in H).

We shall still denote by D the closure of D and by W 1,2(K, ν) its domain
of definition. W 1,2(K, ν) is a Hilbert space with the scalar product

〈ϕ, ψ〉W 1,2(K,ν) =

∫
K

[ϕψ + 〈Dϕ,Dψ〉]dν.

2.3 The trace of a function of W 1,2(K, ν)

In order to define the trace of a function ϕ ∈ W 1,2(K, ν) we need a technical
lemma.

Lemma 2.5. Assume that ϕ ∈ C1
b (H). Then the following estimate holds,∫

Σ

|Q1/2n(y)|2ϕ2(y)µΣ(dy) +

∫
K

|x|2ϕ2(x)ν(dx)

≤ 2Tr Q

∫
K

ϕ2(x)ν(dx) + 4 Tr [Q2]

∫
K

|Dϕ(x)|2ν(dx).

(2.13)
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Proof. Here we follow [11]. Let ϕ ∈ C1(K). Then, replacing in (2.10) ϕ with
λkxkϕ

2 and z with ek, yields∫
K

λkϕ
2dν + 2λk

∫
K

xkϕDkϕdν

=
1

2µ(K)

∫
Σ

λk〈n(y), ek〉2ϕ2(y)µΣ(dy) +

∫
K

x2
kϕ

2ν(dx).

It follows that
1

2µ(K)

∫
Σ

λk〈n(y), ek〉2ϕ2(y)µΣ(dy) +

∫
K

x2
kϕ

2ν(dx)

≤
∫
K

λkϕ
2dν +

1

2

∫
K

x2
kϕ

2ν(dx) + 2λ2
k

∫
K

|Dkϕ|2ν(dx).

Now the conclusion follows summing up over k.

Now we can define the trace γ(ϕ) on Σ of a function ϕ ∈ W 1,2(K, ν). Let
us consider a sequence {ϕn} ⊂ C1(K) strongly convergent to ϕ in W 1,2(K, ν).
Then by (2.13) it follows that the sequence {|Q1/2n(y)|ϕΣ} is convergent in
L2(Σ, µΣ) to some element g(ϕ) ∈ L2(Σ, µΣ). Then we set

γ(ϕ)(y) =
1

|Q1/2n(y)|
g(y), µΣ-a.s..

By inequality (2.13) it follows that this definition is consistent i.e., is inde-
pendent of the sequence {ϕn} and the map ϕ→ |Q1/2n(y)|γ(ϕ) is continuous
from W 1,2(K, ν)→ L2(Σ, µΣ). Notice also that though |Q1/2n(y)| > 0 for all
y ∈ Σ it is not however bounded from below in infinite dimensions. Now the
following result is an immediate consequence of Lemma 2.5 and the density
of C1

b (H) in W 1,2(K, ν).

Proposition 2.6. Assume that ϕ ∈ W 1,2(K, ν). Then

(i) |x|ϕ ∈ L2(K, ν),

(ii) |Q1/2n(y)| γ(ϕ) ∈ L2(Σ, µΣ),

(iii) the following estimate holds,∫
Σ

|Q1/2n(y)|2γ(ϕ)2(y)µΣ(dy) +

∫
K

|x|2ϕ2(x)ν(dx)

≤ 2Tr Q

∫
K

ϕ2(x)ν(dx) + 4 Tr [Q2]

∫
K

|Dϕ(x)|2ν(dx).

(2.14)

We notice that if H is finite-dimensional and Q = I formula (2.14) reduces
to a classical result since |Q1/2n(y)| = 1 on Σ.
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2.4 Compactness of embedding W 1,2(K, ν) ⊂ L2(K, ν)

We first show the log-Sobolev estimate for ν.

Proposition 2.7. For all ϕ ∈ W 1,2(H, ν) we have,∫
K

ϕ2 log(ϕ2)dν ≤ 1

λ1

∫
H

|Dϕ|2dν + ‖ϕ‖2
L2(H,ν) log(‖ϕ‖2

L2(H,ν)). (2.15)

Proof. It is enough to show (2.15) for ϕ ∈ C1(H). By [5] (see also [9] and
[8]) we know that the log-Sobolev estimate holds for the measure νε,∫

H

ϕ2 log(ϕ2)dνε ≤
1

λ1

∫
H

|Dϕ|2dνε + ‖ϕ‖2
L2(H,νε)

log(‖ϕ‖2
L2(H,νε)

). (2.16)

Now the conclusion follows by (2.6) letting ε tend to 0.

We can now prove the following result.

Proposition 2.8. The embedding W 1,2(K, ν) ⊂ L2(K, ν) is compact.

Proof. Let {ϕn} be a sequence in W 1,2(K, ν) such that∫
K

(ϕ2
n + |Dϕn|2) dν ≤ C. (2.17)

We have to show that there exists a subsequence of {ϕn} convergent in
L2(K, ν). For this we proceed as in [5] noticing that, thanks to the log-
Sobolev inequality (2.15), {ϕn} is uniformly integrable and so, it is enough
to find a subsequence of {ϕn} pointwise convergent to an element of L2(K, ν).
Let {χα}α∈(0,1) ⊂ C1(R) be such that,

(i) we have

χα(r) =

{
1, for r ∈ [0, 1− 2α]
0, for r ≥ 1− α.

(ii) |χ′α(r)| ≤ 2
α
, ∀ α > 0.

Set now
ϕαn(x) = χα(g(x)) ϕn(x), ∀ α ∈ (0, 1/2).

We claim that for each α ∈ (0, 1/2) the sequence {ϕαn}n∈N is bounded in
W 1,2(H,µ). We have in fact∫

H

|ϕαn|2dµ =

∫
H

|ϕαn|2dν ≤ C
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and, since

Dϕαn(x) = χα(g(x))Dϕn(x) + χ′α(g(x))ϕn(x)Dg(x),

we have

|Dϕαn(x)| ≤ |Dϕn(x)|+ 2

α
|Dg|∞|ϕn(x)|.

Therefore, there is a positive constant C ′α such that∫
H

|Dϕαn|2dµ ≤ C ′α.

Recalling that the embedding W 1,2(H,µ) ⊂ L2(H,µ) is compact (see e.g.
[7]), we can construct a subsequence {ϕαnk(α)} which is convergent in L2(H,µ)
and then another subsequence which is pointwise convergent. This implies
that for each α ∈ (0, 1

2
], {ϕnk(α)} is µ-a.e. convergent on Kα = {x : g(x) ≤

1− 2α}.
Now, by a standard diagonal procedure we can find a subsequence {ϕnk}

pointwisely convergent as required.

2.5 The Sobolev space W 2,2(K, ν)

It is easily seen that for all h, k ∈ N the linear operator

DhDk : C2(K) ⊂ L2(K, ν)→ L2(K, ν), ϕ 7→ DhDkϕ,

is closable. If ϕ belongs to the domain of the closure of DhDk (which we
shall still denote by DhDk) we shall say that DhDkϕ belongs to L2(K, ν).
Now we define W 2,2(K, ν) as the space of all functions ϕ ∈ W 1,2(K, ν) such
that DhDkϕ ∈ L2(K, ν) for all h, k ∈ N and

∞∑
h,k=1

∫
H

|DhDkϕ(x)|2ν(dx) < +∞.

W 2,2(K, ν) is a Hilbert space with the inner product

〈ϕ, ψ〉W 2,2(K,ν) = 〈ϕ, ψ〉W 1,2(K,ν) +
∞∑

h,k=1

∫
K

DhDkϕ(x) DhDkψ(x)ν(dx).

If ϕ ∈ W 2,2(K, ν) we can define a Hilbert-Schmidt operator D2ϕ(x) on K
for ν-almost all x ∈ K by setting

〈D2ϕ(x)y, z〉 =
∞∑

h,k=1

DhDkϕ(x)〈y, eh〉〈z, ek〉, ∀ y, z ∈ H.

14



We show now that if ϕ ∈ W 2,2(K, ν), then one can define the trace on
Σ of Dϕ. Similarly to the definition of the trace of ϕ on Σ we define
|Q1/2n(y)|γ(Dϕ) = limn→∞ |Q1/2n(y)|γ(DϕN) in L2(Σ, µΣ) for all {ϕn} ⊂
C2(K), ϕn → ϕ in W 2,2(K, ν).

Proposition 2.9 below shows that this trace is well defined.

Proposition 2.9. Assume that ϕ ∈ W 2,2(K, ν). Then

(i) |x| |Dϕ| ∈ L2(K, ν),

(ii) |Q1/2n(y)| |γ(Dϕ)| ∈ L2(Σ, µΣ),

(iii) the following estimate holds,∫
Σ

|Q1/2n(y)|2|γ(Dϕ(y))|2µΣ(dy) +

∫
K

|x|2|Dϕ(x)|2ν(dx)

≤ 2Tr Q

∫
K

|Dϕ(x)|2ν(dx) + 4 Tr [Q2]

∫
K

Tr [(D2ϕ(x))2]|ν(dx).

(2.18)

Proof. Let ϕ ∈ W 2,2(K, ν) and let {ϕn} ⊂ C2(K) strongly convergent to ϕ
in W 2,2(K, ν). For i ∈ N we apply (2.14) to Diϕn. We have∫

Σ

|Q1/2n(y)|2|Diϕn(y)|2µΣ(dy) +

∫
K

|x|2|Diϕn(x)|2ν(dx)

≤ 2Tr Q

∫
K

|Diϕn(x)|2ν(dx) + 4 Tr [Q2]

∫
K

|DDiϕn(x)|2ν(dx).

Summing up on i yields∫
Σ

|Q1/2n(y)|2|Dϕn(y)|2µΣ(dy) +

∫
K

|x|2|Dϕn(x)|2ν(dx)

≤ 2Tr Q

∫
K

|Dϕn(x)|2ν(dx) + 4 Tr [Q2]
∞∑

i,j=1

∫
K

|DjDiϕn(x)|2ν(dx).

Then letting n→∞ we see that {|Q1/2n(y)|γ(Dϕn)} is strongly convergent
in L2(K, ν) and so (i),(ii) and (iii) follow.

When it will be no danger of confusion we shall simply set Dϕ instead of
γ(Dϕ).
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2.6 The Sobolev space W 1,2
A (K, ν)

We define W 1,2
A (K, ν) as the space of all functions ϕ ∈ W 1,2(K, ν) such that

∞∑
h

λh

∫
H

|Dhϕ(x)|2ν(dx) < +∞.

It is easy to see that W 1,2
A (K, ν) is a Hilbert space with the inner product

〈ϕ, ψ〉W 1,2
A (K,ν) =

∫
K

ϕ(x)ψ(x)ν(dx) +
∞∑
h=1

λh

∫
K

Dhϕ(x) Dhψ(x)ν(dx).

If ϕ ∈ W 1,2
A (K, ν) we can define an element of K, A1/2Dϕ(x) for ν-almost all

x ∈ K by setting

〈A1/2Dϕ(x), y〉 =
∞∑
h=1

λhDhϕ(x)〈y, eh〉, ∀ y ∈ H.

3 The Dirichlet form associated to ν

We define the symmetric Dirichlet form

a(ϕ, ψ) =

∫
K

〈Dϕ,Dψ〉 dν, ∀ϕ, ψ ∈ D(a) = W 1,2(K, ν)×W 1,2(K, ν).

Since, as seen earlier, D is closed in L2(K, ν) we infer that the form a is
closed in the sense of [14, pag. 315] and as a matter of fact the form a is the
closure of a0(ϕ, ψ) =

∫
K
〈Dϕ,Dψ〉 dν, ∀ϕ, ψ ∈ C1

b (H). Note also that a is
regular in the sense of [15].

By the Lax–Milgram theorem there exists an isomorphism

N : W 1,2(K, ν)→ (W 1,2(K, ν))∗

(where (W 1,2(K, ν))∗ is the dual space of W 1,2(K, ν))) such that

〈ϕ, ψ〉+ a(ϕ, ψ) = 〈N ϕ, ψ〉, ∀ ϕ, ψ ∈ W 1,2(K, ν).

(Here 〈·, ·〉 means the duality between W 1,2(K, ν) and (W 1,2(K, ν))∗ which
coincides with 〈·, ·〉L2(K,ν) on L2(K, ν).) We can identify L2(K, ν) with its
dual and, so, we have the well known continuous and dense inclusions

W 1,2(K, ν) ⊂ L2(K, ν) ⊂ (W 1,2(K, ν))∗.
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Now we define a linear operator N : D(N) ⊂ L2(K, ν)→ L2(K, ν) as follows.
We say that ϕ ∈ D(N) if it belongs to W 1,2(K, ν) and that there exists C > 0
such that ∣∣∣∣∫

K

〈Dϕ,Dψ〉 dν
∣∣∣∣ ≤ C|ψ|L2(K,ν), ∀ψ ∈ W 1,2(K, ν). (3.1)

This inequality implies that N ϕ ∈ L2(K, ν). Finally, if ϕ ∈ D(N) we set

Nϕ = 1
2
(I −N )ϕ.

In other words,

〈Nϕ,ψ〉 = −1
2
a(ϕ, ψ), ∀ϕ, ψ ∈ W 1,2(K, ν). (3.2)

Theorem 3.1. Operator N is self-adjoint in L2(K, ν) and ν is an invariant
measure for N , ∫

K

Nϕdν = 0, ∀ϕ ∈ D(N). (3.3)

Proof. By the closedness and symmetry of a it follows that N is closed and
symmetric. Moreover, by the Lax-Milgram theorem, applied to symmetric
bilinear form (u, v)→ λ〈u, v〉+ a(u, v), we see that the range R(λI −N) of
λI −N coincides with L2(K, ν) for all λ > 0. Notice also that by (3.1)

〈Nϕ,ϕ〉 = −1
2
|Dϕ|2L2(K,ν), ∀ϕ ∈ D(N). (3.4)

As regards (3.3) it is immediate by definition of N .

It is useful to notice also that for each f ∈ L2(K, ν),

(λI −N)−1f = {ϕ : λ〈ϕ, ψ〉L2(K,ν) + 1
2
a(ϕ, ψ)

= 〈f, ψ〉L2(K,ν), ∀ψ ∈ W 1,2(K, ν)}.

4 The penalized problem

We are here concerned with the penalized equation{
dXε(t) +

(
AXε(t) + βε(Xε(t))

)
dt = dWt

Xε(0) = x,
(4.1)

where ε > 0, and

βε(x) =
1

ε
(x− ΠK(x)), ∀x ∈ H.
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Since βε is Lipschitz, equation (4.1) has a unique mild solution Xε(t, x).
The corresponding Kolmogorov operator reads as follows,

Nεϕ = Lϕ− 〈βε(x), Dϕ〉, ϕ ∈ EA(H), ε > 0, (4.2)

where L is the Ornstein–Uhlenbeck operator

Lϕ =
1

2
Tr [D2ϕ]− 〈x,ADϕ〉, ϕ ∈ EA(H).

It is well known that νε (defined in (2.1)–(2.3)) is an invariant measure for
Nε and that∫

H

Nεϕ ψ dνε = −1

2

∫
H

〈Dϕ,Dψ〉 dνε, ∀ ϕ, ψ ∈ EA(H). (4.3)

Moreover, since βε is Lipschitz continuous, operator Nε is essentially m-
dissipative in L2(H, νε) (we still denote by Nε its closure) and EA(H) is a
core for Nε see [8].

Section 4.1 below is devoted to prove several estimates for the (λI −
Nε)

−1f where f ∈ L2(H, νε). Then these estimates are used in Section
4.2 to prove that (λI − Nε)

−1f converges as ε → 0 for any f ∈ L2(K, ν) to
(λI−N)−1f . Moreover we shall end up the section giving sharp informations
about the domain of N .

4.1 Estimates for (λI −Nε)
−1f

We need a lemma.

Lemma 4.1. Let λ > 0, ϕ ∈ EA(H) and set

fε = λϕ−Nεϕ. (4.4)

Then the following estimates hold∫
H

ϕ2dνε ≤
1

λ2

∫
H

f 2
ε dνε. (4.5)∫

H

|Dϕ|2dνε ≤
2

λ

∫
H

f 2
ε dνε. (4.6)

λ

∫
H

|Dϕ|2dνε +
1

2

∫
H

Tr [(D2ϕ)2]dνε +

∫
H

|A1/2Dϕ|2dνε

+
1

ε

∫
Kc

〈(I −DΠK(x))Dϕ,Dϕ〉νε ≤ 4

∫
H

f 2
ε dνε.

(4.7)
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Proof. Multiplying both sides of (4.4) by ϕ, taking into account (4.3) and
integrating in νε over H, yields

λ

∫
H

ϕ2dνε +
1

2

∫
H

|Dϕ|2dνε =

∫
H

ϕfεdνε. (4.8)

Now (4.5) and (4.6) follow easily from the Hölder inequality. To prove (4.7)
let us differentiate in the direction of ek both sides of (4.4). We obtain

λDkϕ−NεDkϕ+ αkDkϕ+
1

ε

∞∑
h=1

(δh,k − 〈ΠK(x)eh, ek〉)Dhϕ = Dkfε.

Multiplying both sides of (4.4) by Dkϕ, taking into account (4.3), integrating
in νε over H and then summing up over k, yields

λ

∫
H

|Dϕ|2dνε +
1

2

∫
H

Tr [(D2ϕ)2]dνε +

∫
H

|A1/2Dϕ|2dνε

+
1

ε

∫
Kc

〈(I −DΠK(x))Dϕ,Dϕ〉dνε =

∫
H

〈Dϕ,Dfε〉dνε. (4.9)

Noting finally that, again in view of (4.3),∫
H

〈Dϕ,Dfε〉dνε = 2

∫
H

f 2
ε dνε − 2λ

∫
H

fεϕdνε ≤ 4

∫
H

f 2
ε dνε,

the conclusion follows.

Now we are able to prove the announced estimates.

Proposition 4.2. Let λ > 0, f ∈ L2(H, νε) and let ϕε be the solution of the
equation

λϕε −Nεϕε = f. (4.10)

Then ϕε ∈ W 2,2(H, νε), A1/2Dψ ∈ L2(H, νε) and the following estimates hold∫
H

ϕ2
εdνε ≤

1

λ2

∫
H

f 2dνε. (4.11)∫
H

|Dϕε|2dνε ≤
2

λ

∫
H

f 2dνε. (4.12)

λ

∫
H

|Dϕε|2dνε +
1

2

∫
H

Tr [(D2ϕε)
2]dνε +

∫
H

|A1/2Dϕε|2dνε

+
1

ε

∫
Kc

〈(I −DΠK(x))Dϕε, Dϕε〉dνε ≤ 4

∫
H

f 2dνε.

(4.13)
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Proof. Inequality (4.11) is obvious since Nε is dissipative. Let us prove (4.12).
Let λ > 0, f ∈ L2(H, νε) and let ϕε be the solution of equation (4.10). Since
EA(H) is a core for Nε there exists a sequence {ϕε,n}n∈N ⊂ EA(H) such that

lim
n→∞

ϕε,n → ϕε, lim
n→∞

Nεϕε,n → Nεϕε in L2(H, νε).

Set fε,n = λϕε,n −Nεϕε,n. Clearly, fε,n → f as n→∞ in L2(H, νε).
We claim that ϕε ∈ W 1,2(H, νε) and that

lim
n→∞

Dϕε,n → Dϕε in L2(H, νε;H).

Let in fact m,n ∈ N, then by (4.6) it follows that∫
H

|Dϕε,n −Dϕε,m|2dνε ≤
1

λ2

∫
H

|fε,n − fε,m|2dνε.

Therefore the sequence {ϕε,n}n∈N is Cauchy in W 1,2(H, νε) and the claim
follows. Estimate (4.13) can be proved similarly.

We conclude this subsection with an integration by parts formula needed
later.

Lemma 4.3. Let ϕ ∈ D(Nε) and ψ ∈ W 1,2(H, ν). Then the following
identity holds.∫

K

Nεϕψ dν = −1

2

∫
K

〈Dϕ,Dψ〉dν+

1

µ(K)

∫
Σ

〈γ(Dϕ),n(y)〉ψ dµΣ. (4.14)

Proof. Taking in account that EA(H) is a core for Nε, it is sufficient to prove
(4.14) for ϕ ∈ EA(H). By the basic integration by parts formula we deduce,
for any i ∈ N and ψ ∈ W 1,2(K, ν) that∫

K

DiϕDiψdν = −
∫
K

D2
iϕψdν +

1

µ(K)

∫
Σ

γ(Diϕ) (n(y))i ψ dµΣ

+
1

λi

∫
K

xiDiϕψdν.

Now, summing up on i yields∫
K

〈Dϕ,Dψ〉dν = −
∫
K

Tr [D2ϕ]ψdν +
1

µ(K)

∫
Σ

〈γ(Dϕ),n(y)〉 dµΣ

+ 2

∫
K

〈x,ADϕ〉ψdν.

That is nothing else that equation (4.14).
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4.2 Convergence of {ϕε}
We are going to show that the sequence {ϕε} is convergent in L2(K, ν). We
first note that for f ∈ Cb(H) we have

ϕε(x) = E
∫ ∞

0

e−λtf(Xε(t, x)) dt ∀x ∈ H (4.15)

Now, by a standard argument it follows that from (4.15) that if f ∈ C1
b (H)

we have

sup
x∈H
|Dϕε(x)| ≤ 1

λ
‖Df‖Cb(H) ∀ ε, λ > 0. (4.16)

Theorem 4.4 is the main result of this section.

Theorem 4.4. Let λ > 0, f ∈ L2(K, ν) and let ϕε be the solution of equation
(4.10). Then {ϕε} is strongly convergent in L2(K, ν) to ϕ = (λI − N)−1f
where N is defined by (3.1).

Moreover, the following statements hold.

(i) lim
ε→0

Dϕε = Dϕ in L2(K, ν;H),

(ii) ϕ ∈ W 1,2
A (H, ν) ∩W 2,2(K, ν),

(iii) ϕ fulfills the Neumann condition

dϕ

dn
(x) = 〈Dϕ(x),n(x)〉 = 0 on Σ, (4.17)

where 〈Dϕ(x),n(x)〉 is defined by Proposition 2.9 and
|Q1/2n(x)|〈Dϕ(x),n(x)〉 ∈ L2(Σ, µΣ).

Proof. Without danger of confusion we shall denote again by f the restriction
f
∣∣
K

of f to K. In fact each f ∈ L2(K, ν) can be extended by 0 outside K
to a function in L2(H, ν). By this convention, everywhere in the sequel
(λI −N)−1f for f ∈ L2(H, ν) means (λI −N)−1f

∣∣
K

.

Step 1. We have

lim
ε→0

ϕε = (λI −N)−1f in L2(K, ν) (4.18)

In fact by (4.11), (4.12) and the compactness of the embedding of W 1,2(K, ν)
in L2(K, ν) it follows that there exist a sequence {εk} → 0 and ϕ ∈ W 1,2(K, ν)
such that

ϕεk → ϕ, strongly in L2(K, ν),

Dϕεk → Dϕ, weakly in L2(K, ν).
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Let ψ ∈ C1
b (H) and consider the identity

1

2

∫
H

〈Dϕε, Dψ〉dνε =

∫
H

(f − λϕε)ψdνε,

which is equivalent to

1

2

∫
K

〈Dϕε, Dψ〉dν +
1

2

∫
Kc

〈Dϕε, Dψ〉dνε =

∫
H

(f − λϕε)ψdνε. (4.19)

Since, we have∣∣∣∣∫
Kc

〈Dϕε, Dψ〉dνε
∣∣∣∣2 ≤ ∫

H

|Dϕε|2dνε
∫
Kc

|Dψ|2dνε

≤ 2

λ

∫
H

f 2dνε

∫
Kc

|Dψ|2dνε → 0,

as ε→ 0, we deduce, letting ε→ 0 in (4.19) that

1

2

∫
K

〈Dϕ,Dψ〉dν =

∫
K

(f − λϕ)ψdν, ∀ ψ ∈ C1
b (H).

Obviously, this identity extends to all ψ ∈ W 1,2(H, ν), which implies that
ϕ = (λI −N)−1f and that ϕε → ϕ strongly in L2(K, ν).

Step 2. We have
lim
ε→0

Dϕε = Dϕ in L2(K, ν;K)

We first assume that f ∈ C1
b (H). Let us start from the identity (4.8),

1

2

∫
H

|Dϕε|2 dνε =

∫
K

(λϕε − f)ϕε dνε, (4.20)

which implies

lim
ε→0

1

2

∫
H

|Dϕε|2 dνε =

∫
K

(λϕ− f)ϕdν =

= −〈Nϕ,ϕ〉 =
1

2

∫
K

|Dϕ|2 dν.
(4.21)

Here we have used the fact that

lim
ε→0

∫
Kc

|Dϕε|2dνε(x) = 0
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which follows taking into account (4.16).

Therefore there exists a sequence {εk} such that

ϕεk → ϕ, strongly in L2(K, ν)

Dϕεk → Dϕ, weakly in L2(K, ν;H)

lim
k→∞

∫
K

|Dϕεk |2dν =

∫
K

|Dϕ|2dν.

This implies that Dϕεk → Dϕ strongly in L2(K, ν;H).

We finally assume that f ∈ L2(H, ν). Since C1
b (H) is dense in L2(K, ν),

there exists a sequence {fn} ⊂ C1
b (H) strongly convergent in L2(K; ν) to f .

Set ϕn,ε = (λI −Nε)
−1fn. By (4.12) we have∫

H

|Dϕε −Dϕn,ε|2dνε ≤
2

λ

∫
K

|f − fn|2dν,

which implies ∫
K

|Dϕε −Dϕn,ε|2dν ≤
2

λ

∫
K

|f − fn|2dν.

So, again Dϕεk → Dϕ strongly in L2(K, ν;H).

Step 3. We have
ϕ ∈ W 1,2

A (K, ν;H) ∩W 2,2(K; ν). (4.22)

By estimate (4.13) we have that {ϕε} is bounded in W 2,2(K, ν). Therefore
there is a subsequence, still denoted {ϕε} which converges to ϕ in W 2,2(K, ν).
In the same way we see that ϕ ∈ W 1,2

A (K, ν;H).

Step 4. Checking the Neumann condition for ϕ.
From (4.14) we get∫
K

Nεϕε ψ dν = −1

2

∫
K

〈Dϕε, Dψ〉dν +
1

µ(K)

∫
Σ

ψ〈γ(Dϕε),n(y)〉dµΣ.

Recalling that Nεϕε = λϕε − f −→ λϕ − f = Nϕ in L2(K, ν) and that
〈γ(Dϕε),n(y)〉 → 〈γ(Dϕ),n(y)〉 in L2(Σ, µΣ) by Proposition 2.9, by (i) and
by (3.4) we obtain∫

Σ

〈γ(Dϕ),n(y)〉ψ dµΣ = 0, ∀ψ ∈ W 1,2(K, ν)

which implies (4.17) as claimed. This completes the proof.

23



In particular, taking into account that D(N) is equal to the range of
(λI − N)−1 we derive by Theorem 4.4 the following result, which gives a
sharp information on the structure of the domain of N .

Corollary 4.5. We have

D(N) ⊂ {ϕ ∈ W 1,2
A (H, ν) ∩W 2,2(K, ν) :

d

dn
ϕ(x) = 0 on Σ}. (4.23)

We notice also that for ϕ ∈ D(N) regular Nϕ is the classical elliptic
differential operator in H. More precisely, we have

Corollary 4.6. If 1
2
TrD2ϕ ∈ L2(K, ν) and 〈x,ADϕ〉 ∈ L2(K, ν) then ϕ ∈

D(N) and

Nϕ(x) = 1
2
TrD2ϕ− 〈x,ADϕ〉, ∀x ∈ K̊

dϕ

dn
(y) = 0, ∀y ∈ Σ.

(4.24)

Proof. By integration by parts formula (2.10) we see that∫
K

〈Dϕ,Dψ〉ν(dx) = −
∫
K

(
1
2
TrD2ϕ− 〈x,ADϕ〉

)
ν(dx)+

+
1

µ(K)

∫
Σ

ψ(y)
dϕ

dn
(y)µΣ(dy), ∀ψ ∈ W 1,2(K, ν) (4.25)

which in virtue of (iv) and (3.2) implies (4.24) as claimed.

Remark 4.7. We conjecture that in Corollary 4.5 one has equality in relation
(4.23), but we failed to prove it. This happens when N is replaced by the
Ornstein–Uhlenbeck generator L and ν by the Gaussian measure µ (see [8]).

Notice also that if ϕ ∈ D(N) we cannot conclude that Tr D2ϕ ∈ L2(K, ν)
and 〈x,ADϕ〈∈ L2(K, ν). This is obviously true if H is finite-dimensional.

5 Perturbation results

5.1 Perturbation by a regular gradient

Let us consider the stochastic differential inclusion,
dX(t) + (AX(t) +DV (X(t)) +NK(X(t)))dt 3 dW (t),

X(0) = x,
(5.1)
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where A,K and W are as before and V : H → R is a C2 function such that
DV ∈ C1

b (H;H).
Let us introduce a probability measure ζ ∈P(K) by setting

ζ(dx) = Z−1
ζ e−2V (x)ν(dx),

where

Zζ =

∫
K

e−2V (y)ν(dy).

Arguing as in the proof of (2.10), we can show the following integration by
parts formula

Theorem 5.1. Let ϕ ∈ C1
b (H). Then for any z ∈ H we have∫

K

〈Dϕ(x), Q1/2z〉 ζ(dx) =

∫
K

ϕ(x)〈DV (x), Q1/2z〉 ζ(dx)

+
1

2µ(K)Zζ

∫
Σ

ϕ(y) 〈n(y), Q1/2z〉e−2U(y)µΣ(dy) +

∫
K

Wz(x)ϕ(x)ζ(dx).

(5.2)

Now all considerations of sections 2, 3 and 4 can be easily generalized. In
particular, estimate (4.7) reads as follows

λ

∫
H

|Dϕ|2dζε +
1

2

∫
H

Tr [(D2ϕ)2]dζε +

∫
H

|A1/2Dϕ|2dζε

+

∫
H

〈D2V ·Dϕ,Dϕ〉dζε +
1

ε

∫
Kc

〈(I −DΠK(x))Dϕ,Dϕ〉dζε ≤ 4

∫
H

f 2
ε dζε.

(5.3)
In conclusion, we arrive at the following result.

Theorem 5.2. The operator N (defined as in section 3 with the Dirichlet
form induced by ζ) is self-adjoint in L2(K, ζ) and ζ is an invariant measure
for N , ∫

K

Nϕdζ = 0, ∀ϕ ∈ D(N). (5.4)

Moreover, we have

D(N) ⊂ {ϕ ∈ W 1,2
A (H, ζ) ∩W 2,2(K, ζ) :

d

dn
ϕ(x) = 0 on Σ}. (5.5)

(Details are omitted)
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5.2 Perturbation by a bounded Borel drift

Let F : H → H be bounded and Borel and consider the stochastic differential
inclusion,

dX(t) + (AX(t) + F (X(t)) +NK(X(t)))dt 3 dW (t),

X(0) = x,
(5.6)

Let moreover G be the linear operator in L2(K, ν) defined as

Gϕ = Nϕ+ 〈F (x), Dϕ〉, ϕ ∈ D(N). (5.7)

Proposition 5.3. G is the infinitesimal generator of a strongly continuous
compact semigroup Qt on L2(K, ν). Moreover its resolvent (λI−G)−1 is given
by

(λI −G)−1 = (λI −N)−1(1− Tλ)−1, λ > λ0, (5.8)

where
λ0 = 2‖F‖2

0 = 2 sup
x∈H
|F (x)|2, (5.9)

and

Tλψ(x) = 〈F (x), D(λI −N)−1ψ(x)〉, ψ ∈ L2(K, ν), x ∈ K. (5.10)

Proof. Let λ > 0, f ∈ L2(K, ν). Consider the equation

λϕ−Nϕ− 〈F (x), Dϕ〉 = f. (5.11)

Setting ψ = λϕ−Nϕ equation (5.11) becomes

ψ − Tλψ = f, (5.12)

where Tλ is defined by (5.10).
On the other hand, by (4.12) it follows that∫

H

|D(λI −N)−1ψ|2dν ≤ 2

λ

∫
H

ψ2dν,

so that

‖Tλψ‖L2(H,µ) ≤
√

2

λ
‖F‖0 ‖ψ‖L2(H,µ).

Therefore if λ > λ0 (5.11) has a unique solution and the conclusion follows.
Finally, the compacness property of Qt for t > 0 follows from (5.9) and

the compactness of operator (λI −N)−1.
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We want now to show that operator G possesses an invariant measure ζ
absolutely continuous with respect to ν. For this let us consider the adjoint
semigroup Q∗t ; we denote by G∗ its infinitesimal generator, and by Σ∗ the set
of all its stationary points:

Σ∗ =
{
ϕ ∈ L2(K, ν) : Q∗tϕ = ϕ, t ≥ 0

}
.

Though the following lemma is standard, we give a proof, however, for
reader’s convenience. We shall denote by 1l the functions identically equal to
1.

Lemma 5.4. Q∗t has the following properties:

(i) For all ϕ ≥ 0 ν-a.e, one has Q∗tϕ ≥ 0 ν-a.e.

(ii) Σ∗ is a lattice, that is if ϕ ∈ Σ∗ then |ϕ| ∈ Σ∗.

Proof. Let ψ0 ≥ 0 ν-a.e. Then for all ϕ ≥ 0 ν-a.e and all t > 0 we have∫
K

Qtϕψ0 dν =

∫
K

ϕQ∗tψ0 dν ≥ 0.

This implies that ψ0 ≥ 0 ν-a.e, and (i) is proved.
Let us prove (ii). Assume that ϕ ∈ Σ∗, so that ϕ(x) = Q∗tϕ(x). Then we

have
|ϕ(x)| = |Q∗tϕ(x)| ≤ Q∗t (|ϕ|)(x). (5.13)

We claim that
|ϕ(x)| = Q∗t (|ϕ|)(x), x− ν a.s.

Assume by contradiction that there is a Borel subset I ⊂ K such that ν(I) >
0 and

|ϕ(x)| < Q∗t (|ϕ|)(x), ∀x ∈ I.

Then we have ∫
K

|ϕ(x)|ν(dx) <

∫
K

Q∗t (|ϕ|)(x)ν(dx). (5.14)

On the other hand,∫
K

Q∗t (|ϕ|)dµ = 〈Q∗t (|ϕ|), 1l〉L2(K,ν) = 〈|ϕ|, 1l〉L2(K,µ) =

∫
K

|ϕ|dµ,

which is in contradiction with (5.14).

The following result is a generalization of a similar result concerning the
Ornstein–Uhlenbeck semigroup proved in [7].

27



Proposition 5.5. There exists an invariant measure ζ of Qt which is abso-
lutely continuous with respect to ν. Moreover

ρ :=
dζ

dν
∈ L2(K, ν).

Proof. Let λ > 0 be fixed. Clearly 1l ∈ D(G) and we have G1l = 0. Conse-
quently 1

λ
is an eigenvalue of (λI −G)−1 since

(λI −G)−11l =
1

λ
1l.

Moreover 1
λ

has finite multiplicity because (λI −G)−1 is compact. Therefore
((λI − G)−1)∗ is compact as well and 1

λ
is an eigenvalue for ((λI − G)−1)∗.

Consequently there exists ρ ∈ L2(K, ν) not identically equal to zero such
that

((λI −G)−1)∗)ρ =
1

λ
ρ. (5.15)

It follows that ρ ∈ D(G) and G∗ρ = 0. Since Σ∗ is a lattice, ρ can be chosen
to be nonnegative and such that

∫
K
ρdν = 1.

Now set
ζ(dx) = ρ(x)ν(dx), x ∈ K.

We claim that ζ is an invariant measure for Qt. In fact taking the inverse
Laplace transform in (5.15) we find that

Q∗tρ = ρ

which implies that for any ϕ ∈ L2(K, ν),∫
K

Qtϕdζ =

∫
K

Qtϕ ρdν =

∫
K

ϕQ∗tρdν =

∫
K

ϕdζ.

The proof is complete.

Notice now that, since dζ
dν
∈ L2(K, ν) there is a natural inclusion of

L2(K, ν) in L1(K, ζ) so, we can introduce the linear operator in L1(K, ζ),

NF : D(N) ⊂ L2(K, ν)→ L1(K, ζ), NFϕ := Gϕ. (5.16)

This is the final result of the paper.

Proposition 5.6. Operator NF defined by (5.16) is dissipative in L1(K, ζ)
and its closure is m-dissipative.

Proof. The dissipativity of operator NF in L1(K, ζ) follows from the fact that
measure ζ is invariant for NF and a standard argument, see [10]. Moreover
the range of λI−NF contains L2(K, ν) for λ > λ0 which is dense in L1(K, ζ).
So, the conclusion follows from the Lumer–Phillips Theorem.
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6 An example

Example 6.1. Consider the stochastic equation
dX(t)−∆X(t)dt+NK(X(t))dt 3 dWt in (0,∞)×O
X(t) = 0 on ∂O
X(0) = x in O

(6.1)

where O is a bounded and open interval of R, and

K = {x ∈ L2(O) : ‖x‖L2(O) ≤ ρ}.

Then the previous results apply with H = L2(O), A = −∆, D(A) = H1
0 (O)∩

H2(O).
Thus the Markov semigroup Pt generated by N in this case is given by
(Ptϕ0)(x) = ϕ(t, x) where

ϕ ∈ C1([0,∞);L2(L2(O), ν)) ∩ C([0,∞);W 2,2(K, ν)) ∩W 1,2
A (K, ν;L2(O))

is the solution to infinite dimensional parabolic equation
d

dt

∫
K

ϕ(t, x)ψ(x) ν(dx) +

∫
K

(∫
O
Dϕ(t, x)(ξ)Dψ(x)(ξ) dξ

)
ν(dx), ∀ t ≥ 0,

ϕ(0, x) = ϕ0(x), x ∈ L2(O),

for all ψ ∈ W 1,2(K, ν).

A more general case is that where

K = {x ∈ L2(O) :

∫
O
j(x(ξ)) dξ ≤ ρ2} (6.2)

where j : R→ R is a C∞ function such that 0 ≤ j(r) ≤ C1r
2, j′′(r) ≥ C2 > 0,

∀r ∈ R. In this latter case

Σ = {x :

∫
O
j(x(ξ)) dξ = ρ2} and NK(x)(ξ) = {λ∇j(x(ξ))}λ>0,∀x ∈ Σ.

Replacing the space H = L2(O) by H = H1
0 (O) (with corresponding addi-

tional conditions on Wt) we may take K of the form (6.2) with C∞ convex
functions j satisfying the growth condition

0 ≤ j(r) ≤ C3|r|p, ∀r ∈ R, p ≥ 2 (6.3)

and j′′(r) ≥ C4 > 0, for all r ∈ R.
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